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Abstract— Solution-based single-molecule fluorescence spectroscopy is a powerful experimental tool with applications in cell biology, biochemistry and biophysics. The basic feature of this technique is to excite and collect light from a very small volume and work in a low concentration regime resulting in rare burst-like events corresponding to the transit of a single molecule. Detecting photon bursts is a challenging task: the small number of emitted photons in each burst calls for high detector sensitivity. Bursts are very brief, requiring detectors with fast response time and capable of sustaining high count rates. Finally, many bursts need to be accumulated to achieve proper statistical accuracy, resulting in long measurement time unless parallelization strategies are implemented to speed up data acquisition. In this paper we will show that silicon single-photon avalanche diodes (SPADs) best meet the needs of single-molecule detection. We will review the key SPAD parameters and highlight the issues to be addressed in their design, fabrication and operation. After surveying the state-of-the-art SPAD technologies, we will describe our recent progress towards increasing the throughput of single-molecule fluorescence spectroscopy in solution using parallel arrays of SPADs. The potential of this approach is illustrated with single-molecule Förster resonance energy transfer measurements.


I. INTRODUCTION

The need to detect single-molecules arises in multiple fields [1][2][3]. In basic science, elucidating the steady-state characteristics of heterogeneous mixtures or studying intrinsically stochastic molecular mechanisms is best done observing one molecule at a time and reproducing this observation on a statistically significant number of molecules. This allows sampling the complete distribution of configurations characterizing the static or dynamic distribution of the system’s properties. Single-molecule detection is also the only way to detect rare events or rare species in a mixture. This capability is of direct relevance to the field of ultrasensitive detection of pathogens, biomarkers or chemicals, due to its ultimate sensitivity.

Single-molecule detection can be achieved using different physical effects, but optical means in particular have the advantage of allowing non-destructive detection and being usable with different sample states (gaseous, liquid, solid) and experimental arrangements (flow, diffusion, surface immobilization).

Single-molecule fluorescence spectroscopy (SMFS) refers to a now wide-spread set of techniques having in common dealing with the usually very weak fluorescence signal emitted by individual fluorophores [4][5][6]. Fluorophores can be intrinsic molecular moieties or external labels chemically attached to the target species. Several types of spectroscopic signatures can be used to distinguish different molecular species. Most can be measured at the single-molecule level: fluorescence emission intensity, spectrum, polarization (or polarization anisotropy), lifetime, energy transfer, etc., can all be extracted from individual molecule bursts, although data analysis can also be performed at the level of many such molecule bursts (or sub-population level) rather than at the true single-molecule level.

A number of reviews have been published over the past few years describing the various fields of applications of this general approach and the typical setups employed in these experiments [7][8][9]. We will therefore limit ourselves to a very basic presentation of SMFS. In particular, we will emphasize the constraints imposed by current detector technologies, a topic that has been recently addressed in a broader context in [10]. We will then present our work on new silicon single-photon avalanche diodes (SPADs) and SPAD
arrays, which meet many of the detector requirements for SMFS.

Detecting a single-molecule by optical means requires that the number of photons emitted by that molecule is large enough so that the signal-to-noise ratio (SNR) is significantly larger than 1. Additionally, it is important to be able to separate successive or nearby molecules.

This second separability criterion depends on the details of each experiment [4]. Detector characteristics play an important role in this respect, as we will discuss in Section VII.

The first detectability condition has several facets, which have been discussed in detail in ref. [10]. From a detector point of view, it requires high sensitivity and low readout noise, and in the case of interest in this article, reviewed in the next section, high temporal resolution. These goals are best achieved with a photon-counting detector.

Photon-counting detectors exploit an internal amplification mechanism, which, in response to single-photons, generates macroscopic electrical signals that are much larger than the circuit noise. In addition to this beneficial characteristic, they also provide the possibility to not only count the number of photons, but measure their individual arrival time (macrotimes). This allows studying intensity fluctuations at very short as well as longer time scales. In the case of pulsed excitation with femtosecond (fs) to picosecond (ps) laser pulses, the best photon-counting detectors and associated time-correlated single-photon counting (TCSPC) techniques give access to the time elapsed since excitation of the fluorophore with ps resolution. This latter information is of particular interest when studying the environment of a fluorophore, as the presence of additional non-radiative relaxation channels reduces the measured fluorescence lifetime. To keep this discussion short, we will not review this important aspect of fluorescence spectroscopy and refer the interested reader to an extensive literature on fluorescence lifetime measurements [11][12]. However, from a detector point of view, these measurements require instrument response function (IRF) in the sub-ns range.

Photon-counting and TCSPC techniques were originally developed using photomultiplier tubes (PMT), which are vacuum tube detectors with high internal gain. PMTs have been produced industrially with sophisticated technologies since the 60’s. Commercially available devices can provide remarkable performance, with maximum count rates of millions of counts per second (MHz). Amongst their advantages, the most significant and distinct is their wide sensitive area (~ cm²), which in some cases greatly simplifies the design of the optical system. Micro-channel plate (MCP) PMTs also offer very narrow IRF with width in the ps range. However, PMTs suffer from low photon detection efficiencies (PDE), especially in the red and near-infrared wavelength region: conventional multialkali photocathodes have quantum efficiencies that typically fall from ~20% at 400 nm to less than 1% at 800 nm. GaAsP photocathodes reach a peak quantum efficiency of 45% at 500 nm, but they are almost insensitive to wavelengths longer than 720 nm. GaAs photocathodes provide a relatively flat quantum efficiency of about 25% between 500 nm and 850 nm [11][13].

Semiconductor-based detectors represent a valuable alternative to PMTs. Besides the well-known advantages of solid state versus vacuum tube devices (small size, ruggedness, low power dissipation, low supply voltage, high reliability, better ability to handle large photon flux without irreversible damage, etc.), semiconductor detectors provide inherently higher quantum efficiency, particularly in the red and near-infrared spectral regions [11].

Avalanche multiplication of carriers in reverse-biased p-n junctions is used in ordinary avalanche photodiodes (APDs) to obtain internal amplification in the detector similar to that in PMTs. However, in an ordinary APD the multiplication of both holes and electrons causes an inherent positive feedback, which produces strong fluctuations in the avalanche gain. In the best case, the achievable gain is limited to a few hundreds, as opposed to a gain of ~10⁶ easily reached by PMTs. Such a gain is not sufficient to detect single-photons because the resulting single-photon signal is of the same order of magnitude as the electronic circuit noise.

Yet the positive feedback can be exploited to detect single-photons by giving up the linear relationship between input (photons) and output signals in a different kind of avalanche diodes. In these single-photon avalanche diodes (SPADs), the device is biased above the breakdown level and the photodiode is no longer a ‘detector with amplifier inside’, but is instead a ‘detector with flip-flop inside’. The ‘flip-flop’ is set when a single-photon is absorbed and the photo-generated carrier succeeds in triggering the avalanche process. An electronic circuit associated to the detector (quenching circuit) then senses the avalanche current pulse, produces a standard high level output pulse, drives down the bias voltage to quench the avalanche and finally resets it to the operating level. Compared to PMTs, SPADs provide higher photon detection efficiencies (see Sect. IV) but smaller sensitive areas (~5 to 500 µm diameter), which might make optics alignment more challenging in some cases (see Sect. II). Indeed, in SMFS applications, the image of the emission spot needs to be aligned onto the SPAD active area, which becomes increasingly difficult as the size of the active area is reduced, due to the finite precision of standard micrometer translation stages used for alignment purpose.

Before discussing detector requirements in detail, Section II will briefly examine the technique and data analysis used in standard solution-based SMFS. Section III then discusses the sensitivity limit in single-molecule burst analysis. Section IV analyzes key detector parameters such as detection efficiency, dark count rate, afterpulsing probability and timing jitter. Section V then reviews available SPAD technologies and Section VI compares the performance of two state-of-the-art SPAD detectors in single-spot SMFS experiments. Section VII will then report new SPAD array detectors for diffusing molecules measurements in multispot geometries, which overcome throughput limitations of single-spot geometry. We conclude this article with a brief overview of future prospects for the field.
II. SOLUTION-BASED SINGLE-MOLECULE FLUORESCENCE SPECTROSCOPY

SMFS can be performed on immobilized or freely diffusing molecules. The detectors discussed in this article were targeted to the latter approach. Since detailed presentation of this kind of experiments can be found in reviews [1][2][3][7][8][9][10][14], we limit ourselves to a few basic concepts needed for understanding detector performance targets.

A simple way to facilitate the detection of freely diffusing fluorescent molecules is by ensuring that the only region in which molecules are excited is small enough and the concentration of molecules sufficiently low that there is at most one molecule in it at any given time. One way of achieving this is to use a fixed point-like excitation geometry, where single-molecules stochastically diffuse in and out of the excitation region. The transit duration through the excitation volume, \( \tau_D \), depends on the lateral dimension of the region, \( R \), and the molecule’s diffusion coefficient \( D \):\[ \tau_D \approx \frac{R^2}{4D}. \]

Typical values for single molecule in aqueous solutions are of the order of 100 μs to 1 ms. The mean separation between molecular transits, \( \tau_R \), is given by the inverse of the transit frequency, which depends linearly on \( R \) and \( D \) as well as on sample concentration \( C \). The ratio \( \tau_D/\tau_R \) is simply equal to the average number \( N \) of molecules within the excitation region, which thus clearly needs to be small compared to 1 in order to allow separating successive molecules [15].

A variety of microscopy approaches can been used to achieve this condition [5][6][16][17][18][19]. The simplest consists in tightly focusing an expanded and colimated laser beam into the sample using a high numerical aperture lens. For instance, a diffraction-limited excitation volume of a fraction of femtoliter (1 fl = 10^{-15} liter = 1 μm^3) can easily be achieved in a standard confocal microscope. The corresponding single-molecule concentration regime is of the order of 100 pM (picomolar) or less.

A. Single burst detection and analysis

With the appropriate setup, distinct photon bursts can be detected as individual molecules transit across the excitation/detection volume (Fig. 1A). For diffusing molecules, burst duration depends on molecule size, solvent viscosity and excitation volume. Typical values range from a few tens of microseconds to a few milliseconds, with an approximately exponential distribution of burst durations [20]. Burst intensity (or burst size), i.e. the total number of detected photons during the transit of a single-molecule through the excitation volume, depends on excitation power, absorption cross section and fluorescence quantum yield of the molecule as well as the total detection efficiency [20]. Burst sizes can reach up to a few hundred photons, but as for burst durations, their typical distribution is quasi-exponential, resulting in a large fraction of bursts having few dozen photons or less [20]. Since small bursts have small SNR, they increase the variance of quantities computed by averaging data from many single-molecule bursts [21][22] and are generally rejected.

Single-molecule burst detection can be used to perform more than mere photon-counting when combined with various spectroscopic techniques. For instance, the conformation of a molecule (protein, nucleic acid, etc.) or the respective location of two interacting molecules can be studied by monitoring the distance between two dyes attached to specific sites of the molecule(s) using the phenomenon of fluorescence resonant energy transfer (FRET) [23][24][8]: when the two dyes have overlapping absorption and emission spectra and are in close proximity, intermolecular non-radiative energy transfer can occur by dipole-dipole interaction, with an efficiency varying with the inverse of the 6th power of the distance between the two dyes [25][12]. This phenomenon has been extensively used in bulk in the past, but its use at the single-molecule level has exploded since its first demonstration on surface-immobilized molecules [26] and on freely-diffusing molecules in solution [27].

In standard single-molecule FRET (smFRET) experiments, doubly-labeled molecules or molecular complexes are excited by a single laser exciting the donor dye. The fluorescence signals from the donor and acceptor dyes are collected simultaneously in their respective emission spectral band by two separate detectors [27]. After identification of individual bursts, the donor and acceptor signals (\( I_D \) and \( I_A \)) resulting from donor excitation, corrected for background and other contaminating signals, are used to compute the FRET efficiency \( E \):

\[ E = \frac{I_A}{I_A + \gamma I_D}, \]

where \( \gamma \) is a correction factor, typically close to 1, accounting for the different quantum yield and detection efficiency of both fluorophores [28]. Although a rich and fascinating topic, its discussion would distract us from our main topic. We refer the interested reader to a recent introductory discussion in the context of detector development [14] as well as specialized...
and review articles [29][30][31][32][33][34][35][36][37][38][39][40][41]. We will briefly return to smFRET in Section VII, when discussing experimental results with SPAD arrays.

B. Fluorescence Correlation Spectroscopy (FCS)

A related experimental regime, illustrated in Fig. 1B, is encountered when the excitation volume contains one or more molecules on average at any time. In a confocal microscope, this situation corresponds to sample concentration larger than 1 nanomol (1 nM). In this regime, individual molecule bursts cannot be distinguished anymore and are replaced by a highly fluctuating signal \( I(t) \) centered on an average value \( \langle I \rangle \).

Analysis of the autocorrelation function (ACF) of these fluctuations \( \delta I(t) = I(t) - \langle I(t) \rangle \) [42][43] can yield physical as well as photochemical information (molecule size and concentration, blinking or binding/unbinding rates) about the diffusing molecules. They can also give access to the microsecond time scale, intermediate between the nanosecond time scale accessible by TCSPC measurements and the typical single-molecule burst duration, of the order of 1 ms.

FCS techniques have the advantage of simplicity due to the existence of plug-and-play hardware correlators and well-established data analysis methods. They are also capable of detecting populations of molecules with sufficiently different sizes, the ACF of a mixture being a weighted sum of the ACFs of each population [42][43]. We will not address this topic here.

III. SIGNAL-TO-BACKGROUND AND SIGNAL-TO-NOISE RATIO IN SINGLE-MOLECULE BURST ANALYSIS

Single-molecule fluorescence experiments represent a very particular case of low-light level situation: the single-molecule signal is low (a few hundred photons at most), brief (a few ms or less), and sparse (a burst every few tens of ms). In this regime, it is important to carefully examine all possible sources of background and noise, as well as their respective contributions to the SNR and SBR. There are two main sources of background counts: the sample and the detector. Whereas the user can try to reduce sample background, it is never totally absent. On the detector side, there are two sources of background signal: dark count and afterpulsing, whose origin and characteristics will be discussed in the next section. As both SNR and SBR play an important role in signal detection and data analysis, it is useful to examine all components of the recorded detector counts and their influence on the SNR and SBR, before discussing how the latter affect single-molecule experiments.

A. Signals

Counts recorded by a photon-counting detector during a single-molecule burst can have different sources:

(i) The detector spontaneously generates dark counts, which can be characterized by a temperature- and excess bias voltage-dependent count rate \( n_D \) (see Section IV). Given a duration \( \tau \), the average number of dark counts, \( N_D \), is:

\[
N_D = n_D \tau .
\]  

(ii) A single-molecule may have a variable emission rate depending on a number of optical and photophysical parameters, which will mainly depend on its location with respect to the center of the excitation spot. Far away from the spot, the collected single-molecule photon rate \( n_i(t) \) is negligible, while it can reach several 100 kHz at the center of a focused laser beam in a confocal microscope (see Fig. 2A for examples of typical single-molecule bursts). The rate varies stochastically due to diffusion and other possible phenomena such as conformational fluctuations, photophysics, etc., resulting in a total number \( N_S \) of detected single-molecule photons during a burst:

\[
N_S = \eta \int_{\text{start}}^{\text{stop}} n_i(t) \, dt = \eta \bar{n}_p \tau ,
\]  

where \( \eta \) is the average detector PDE in the wavelength range of the selected by the optics in front of the detector, \( \bar{n}_p \) the average photon rate impinging on the detector during the burst, and \( \tau \) the burst duration, both depending on the burst under consideration.

Note that the definition of the beginning and end of a burst is not a trivial task and is to some extent arbitrary. We will get back to this issue in a later paragraph and simply assume for the time being that bursts have already been identified, each one being characterized by its own specific duration \( \tau_i \) and total detected counts.

(iii) In addition to signal coming from single-molecules diffusing through the excitation volume, photons emitted by out-of-focus molecules, impurities or scattering processes contribute an average background photon rate, \( \bar{n}_B \), incident on the detector. The resulting average number of background counts during a single-molecule burst of duration \( \tau \) is therefore:

\[
N_B = \eta \bar{n}_B \tau .
\]

(iv) Finally, detector afterpulsing (discussed in Section IV) will add an average fraction \( \varepsilon \) (<< 1) to the total number of counts, irrespective of their origin:

\[
N_{\varepsilon} = \varepsilon (N_B + N_d + N_S) .
\]

Formally, we can clump together the dark count, sample background and afterpulsing rates into a single total background rate \( n^B_i \):

\[
n^B_i = n_D + \eta \bar{n}_B + n_S .
\]

This rate turns out to be the only one of practical interest in experiments (see next section).

The total number of counts during a burst, \( N \), is the sum of these four quantities \( N_S, N_D, N_B \) and \( N_{\varepsilon} \):

\[
N = N_S + N_D + N_B + N_{\varepsilon} = (1 + \varepsilon) (N_S + N_D + N_B) .
\]
There is obviously no possibility to experimentally identify the source of a particular count (signal, sample background, dark count or afterpulsing). We can nonetheless formally define the SBR and SNR for each burst as follows.

B. Signal-to-background ratio

In single-molecule measurements, the only relevant SBR is that measured for individual bursts. Due to the stochastic nature of diffusion (as well as other possible dynamics), each burst has a different duration and photon count, therefore a potentially wide range of SBR is expected, as illustrated in Fig. 2B. For a given burst, the theoretical SBR is simply given by:

$$SBR = \frac{N_s}{N_o + N_s + N_a}$$

which can be rewritten as:

$$SBR = \frac{SBR_0}{(1 + \varepsilon)(1 + \alpha) + \varepsilon SBR_0}$$

where we have introduced the burst signal-to-background ratio before detection (a characteristic of the sample and optical setup only), $SBR_0$:

$$SBR_0 = \frac{n_s}{n_p}$$

and dark count rate to detected background rate ratio:

$$\alpha = \frac{n_o}{n_p}.$$  

(SBR$_0$ is the best signal-to-background that can be expected from the burst under consideration, given the sample background and average burst emission rate. A typical experimental distribution of SBR for single-molecule bursts is shown in Fig. 2B, with a peak at SBR ~15 and some bursts exhibiting SBR > 30.

From Eq. (10), it is clear that for typical values of $\varepsilon$ of the order of 1% or less and $SBR_0 < 10$, the SBR depends very little on the afterpulsing probability, but is potentially sensitive to values of $\alpha$ of the order of 1. Since $\alpha$ (Eq. (12)) depends on detector parameters (dark count rate, $n_D$, and PDE, $\eta$) as well as sample parameters, we will discuss their respective influence on SBR when reviewing detector parameters in Section IV.

These theoretical definitions cannot be used directly in experimental measurements, due to the unknown source of individual counts, therefore a practical definition needs to be provided. The total experimental background rate $n^b_T$ can be estimated by considering interburst regions. The experimental burst SBR can then be computed from the total number of recorded counts in the burst, $N$, its duration $\tau$ and the afterpulsing probability, $\varepsilon$, as:

$$SBR_{exp} = \left(1 + \frac{N}{n^b_T \tau} \right)^{-\frac{1}{2}}\left(\frac{N}{n^b_T \tau} - 1\right) \sim \frac{N}{n^b_T \tau} - 1.$$  

C. Signal-to-noise ratio

In single-molecule burst measurements, like for the SBR, the relevant SNR is computed at the single-burst level and thus only involves counts collected during the burst duration. Since all the underlying processes are Poisson processes (the single-molecule signal itself being an inhomogeneous Poisson process), the noise, defined as the root-mean-square of the total counts, is given by:

$$\text{noise} = N^{\frac{1}{2}} = (1 + \varepsilon)^{\frac{1}{2}} \left(N_s + N_D + N_a\right)^{\frac{1}{2}}$$  

and the SNR by:

$$\text{SNR} = \frac{N_s \left(1 + \varepsilon\right)^{\frac{1}{2}} \left(N_D + N_s + N_a\right)^{\frac{1}{2}}}{\sqrt{\text{noise}^2}}.$$  

We obtain the standard relationship between SNR and SBR:

$$\text{SNR} = \frac{1}{\sqrt{1 + SBR^{-1}}}.$$  

Eliminating $\tau$ from this expression, we can rewrite it as:
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\[ SNR = SNR_0 \left( \frac{\eta}{1 + \varepsilon} \left( \frac{1 + SBR_0}{1 + \alpha + SBR_0} \right) \right)^{1/2}, \]  

where we have introduced the signal-to-noise before detection, \( SNR_0 \):

\[ SNR_0 = \left( \frac{\bar{n}_{p}^{-1}}{1 + SBR_0^{-1}} \right)^{1/2}. \]

These apparently unwieldy expressions have the advantage of isolating sample plus experimental setup properties (\( SBR_0 \) and \( SNR_0 \)) from detector characteristics (\( \eta, \varepsilon \)), with the addition of \( \alpha \) (Eq. (12)), the ratio of detector dark counts to detected sample background counts. We will use these expressions when discussing detector characteristics, in order to study their influence on SBR and SNR at the end of Section IV.

D. Single-molecule burst detection

The importance of SBR and SNR in single-molecule experiments is twofold. On one hand, a good SBR facilitates identification of bursts. On the other hand, the relative uncertainty (standard deviation to mean ratio) of single-burst observables such as the FRET efficiency ratio (Eq. (2)) in a two-color experiment, decreases for large SNR. Since SNR increases with increasing SBR (Eq. (16)), large SBR and SNR are highly desirable.

It is beyond the scope of this article to discuss in detail the influence of SNR and SBR on burst detection and analysis. The following is a brief summary of the main results of the literature, which the interested reader is invited to consult for details.

The definition of a single-molecule burst is to some extent arbitrary [44]. A molecule entering and exiting the excitation volume and reentering it again after a few ms could indeed be considered as two bursts or as a single one, depending on the intended purpose of the analysis [45]. If the molecule is expected to change state over a time scale longer than the average burst duration, fusing two consecutive bursts emanating from the same molecule in different states could provide a confusing observable. On the other hand, if no such change is expected, it might be advantageous to sum the signal of the two consecutive bursts in order to increase the signal \( N_S \) (as done for the first burst in Fig. 2A). In doing so, the SBR would decrease compared to the largest SBR of the original bursts, but the overall SNR would in general increase.

A common burst definition criterion consists of looking for regions of the stream of detector counts exhibiting a local count rate significantly larger than the average total background rate \( n_p \), where the local count rate \( r_i(t_i) \) around count \( i \) (with time coordinate \( t_i \)) is estimated using a number \( n = 2p+1 \) of consecutive counts [20][14]:

\[ r_i(t_i) = n / (t_{i+1} - t_{i-1}) \]  

This relation is represented on Fig. 3 for different values of \( n \) as a function of the local SBR, \( SBR_n \). For instance, if \( n = 11 \) photons are used (plain curve), a SBR larger than 2 is sufficient to ensure that the counts are due to a single-molecule burst (background probability < 3.10^-8). With \( n = 5 \) (small dashed curve), this threshold would be increased to 4 to ensure this with a confidence level of 99%. In other words, relatively modest local SBR are needed to be able to unambiguously identify single-molecule bursts.

E. Single-molecule burst analysis

The precise influence of SNR and SBR on single-burst data analysis will depend on the type of observable studied and can become rapidly complex. In the case of FRET efficiency, which involves counts from (at least) two different spectral channels (Eq. (2)), the problem is compounded by the existence of two distinct sets of count rates and sample as well as detector parameters. However, the exact dependence of the observable on single-molecule burst SNR and SBR is not critical, because single-molecule data analysis is always performed on large numbers of single-molecule signals. In other words, single-molecule bursts are accumulated over time and their individual observable values are histogrammed. Consequently, we are interested in the distribution of SNR and SBR values (Fig. 2B) rather than in a particular molecule’s SNR and SBR.

Since the overall variance of the observable distribution will obviously be improved if the SNR (and/or SBR) of all bursts is improved, we will later examine which detector parameters can be optimized to globally improve the SNR or SBR of most molecules.

Fig. 3. Probability that the observed SBR calculated over \( n \) photons corresponds to background. To guarantee that the observed SBR is not due to background (i.e. that it is due to a single-molecule burst), a smaller SBR needs to be observed when a larger number of photons are used for the estimation.
For a photon to be detected, not only it must be absorbed in the semiconductor photodiodes in general (reflection, absorption, etc.), other physical phenomena that determine the performance of the device structure and the excess bias voltage (or overvoltage) $V_E$, i.e. the difference between the reverse bias voltage and the breakdown voltage [46][47]. Theoretical and experimental studies [48][49] have shown that this probability first increases linearly with low $V_E$ and then tends to saturate at high $V_E$.

Figure 4 shows the PDE as a function of wavelength for several SPAD detectors manufactured with different technologies (see Sect. V). Figure 5 (dots) shows the typical dependence on excess bias voltage of the PDE of one of the SPAD devices developed by our group [50], for which the photon detection efficiency, $\eta$, at 550 nm can be modeled as:

$$\eta = \eta_0 \left(1 - e^{-\frac{V_E}{V_C}}\right)$$  \hspace{1cm} (21)$$

with $\eta_0 = 0.694$ and $V_C = 4.23$ V.

### B. Dark count rate

The dark count rate (DCR) is defined as the number of avalanche pulses per unit time that occur in the absence of incident photons. In SPAD devices operating at room temperature or below, the dark count rate is dominated by thermal generation of carriers and by trap-assisted and band-to-band tunneling processes in the depletion layer [51].

The total generation rate $G$ per unit volume is given by:

$$G = G_{\text{trap}} + G_{\text{bbt}}$$  \hspace{1cm} (22)$$

where $G_{\text{trap}}$ is the contribution of transitions via localized deep energy levels (also called traps), including the conventional Shockley-Read-Hall thermal generation, $G_{\text{bbt}}$ is the band-to-band tunneling contribution [51][52][53]. It has been shown theoretically and demonstrated experimentally that $G_{\text{bbt}}$ becomes the dominant contribution only for electric field amplitudes higher than $7 \times 10^6$ V/cm [52][53]. This contribution can be made negligible by properly reducing the peak electric field within the active area of the SPAD device [50]. In this condition, the total generation rate per unit volume is given by:

![Figure 5: PDE at 550 nm wavelength (●) and DCR (■) as a function of the excess bias voltage for a 50 μm diameter SPAD fabricated in a custom epitaxial technology [50] and operated at room temperature.](image-url)
where $N_T$ is the density volume of deep levels, $e_n$ and $e_p$ are the electron and hole emission rates respectively. Both the quality of the starting material and the technological processes used in the device fabrication have a strong impact on $N_T$ and therefore on the generation rate $G$. Transition metal impurities are the most common source of deep levels. Metal contamination may occur during silicon handling, high-temperature heat treatments or ion implantations. Unintentional contaminants as Fe, Cu, Ti or Ni are usually found in silicon in concentrations of $\sim 10^{11}$ to $10^{12}$ cm$^{-3}$ [54]. In addition, the generation rate is strongly enhanced by the electric field acting on deep levels [52][53][55][56]. Three different mechanisms cause the increase of emission rates $e_n$ and $e_p$, under the application of an electric field: the Poole-Frenkel effect (this effect is present only when the deep impurity level behaves like a Coulomb well, i.e., the emission of electrons or holes ionizes the impurity), the phonon-assisted tunneling, and the direct tunneling from deep levels into conduction or valence bands. As a consequence, even trace levels of metal impurities that would be normally undetectable with state-of-the-art analytical techniques might impair the DCR performance of SPAD detectors, due to the inherently high electric field within the depletion layer ($\approx 10^5$ V/cm). Under the simplifying hypothesis of one type of trap, the DCR, $n_D$ expected from a SPAD can be calculated as follows [57]:

$$n_D = n_i \frac{\Gamma_{eff} A W}{\tau_{g,eff} A W}$$

where $\Gamma_{eff}$ is an effective field enhancement factor that may range from tens to thousands depending on the electric field strength and on the trap type and spatial distribution [57], $n_i = 1.45 \times 10^{10}$ cm$^{-3}$ is the intrinsic carrier concentration at room temperature, $A$ is the junction area, $W$ is the depletion region width, and $\tau_{g,0}$ is the low-field generation lifetime (tens of ms in high quality silicon wafers) [58]. Equation (24) shows that manufacturing SPADs with low DCR and fairly wide area requires a high quality fabrication technology, leading to a consistent reduction of impurity concentration (i.e., a substantial increase of $\tau_{g,0}$) with respect to standard high-quality silicon. In addition, the electric field profile within the depletion region must be properly designed for ensuring a low value of $\Gamma_{eff}$ and negligible band-to-band tunneling effects. This reduces the detector noise at room temperature and makes detector cooling more effective in reducing the DCR [50].

Figure 5 (squares) shows the DCR of a 50 µm diameter SPAD fabricated in a custom epitaxial technology [50] as a function of the excess bias voltage, $V_E$. The DCR curve can be qualitatively modeled as:

$$n_D = n_D^0 \left( \frac{V_E}{V_D^0} - 1 \right)$$

with $n_D^0 = 175$ Hz, $V_D = 4.64$ V.

However, it is worth noting that not only the DCR, but also the DCR dependence on temperature and excess bias voltage may considerably vary in SPAD devices manufactured with the same process. This is due to a combination of different factors, namely: i) the spatially-variable electric field profile, ii) the different types of deep levels and their random spatial distribution within the depleted region; iii) the dependence of the emission rate on the electric field strength and on the temperature. Therefore the validity of Eq. (25) is not general, but limited to a specific SPAD sample.

C. Afterpulsing

Deep levels located at intermediate energies between mid-gap and band edge may act as carrier traps. During each avalanche pulse carriers can be trapped in these levels and subsequently released with a statistically fluctuating delay, whose mean value depends on the deep levels actually involved. The released carrier can re-trigger the avalanche, thereby generating correlated afterpulses [46][59].

The probability of detecting an afterpulse in the time interval between $t$ and $t + \Delta t$ after an avalanche current pulse is $P_a(t)\Delta t$, where $P_a(t)$ is the afterpulsing probability density. SPADs typically exhibit a multi-exponential afterpulsing probability density with longest decay lifetimes in the µs range [59]. The total probability, $e$, of observing an afterpulse after the triggering of an avalanche can be calculated as follows:

$$e = \int_0^{t+\Delta t} P_a(t) dt$$

The afterpulsing effect introduces a positive feedback loop that can significantly increase the total dark count rate, unless the overall probability of generating an afterpulse is small. Since the population of traps is far from saturation [59][60], the afterpulsing linearly increases with the charge that flows during the avalanche pulse. Afterpulsing can be effectively reduced by limiting the avalanche charge (hence the trapped charge) through the use of mixed passive-active quenching circuits with minimal parasitic capacitance added to the SPAD terminals [46].

If the trapped charge cannot be reduced to a sufficiently low level, a feature of the quenching circuit can be exploited to reduce the afterpulsing rate to negligible, or at least acceptable level [46]. After an avalanche, by deliberately maintaining the voltage at the quenching level during a so-called hold-off time, $T_{ho}$ the carriers that are released during this period are prevented from retrIGGERing the device. In this case, the total afterpulsing probability is given by:

$$e = \int_{T_{ho}}^{t+\Delta t} P_a(t) dt$$

At room temperature, a hold-off time ranging from few tens to few hundreds ns is usually sufficient to reduce the total afterpulsing probability to 1% or lower. However, this approach is less effective for SPADs operating at cryogenic temperatures, since the trap-release process becomes slower [59], making the required hold-off time much longer and
seriously limiting the dynamic range in photon-counting measurements.

Although the exact dependence of the total afterpulsing probability on the excess bias voltage is quite complex, to a first approximation it can be qualitatively modeled by a linear relationship:

$$e = \beta V_E,$$

with $\beta \sim 2 \times 10^{-3}$ (at $T_{ho} = 50$ ns) for the SPAD device whose DCR and PDE characteristics are represented in Fig. 5.

**D. Timing jitter**

Picosecond resolution may be needed for time-correlated single photon counting measurements, in which each photon is timed with respect to the exciting laser pulse or other detected photons [11]. In SPAD detectors, the onset of the avalanche pulse is correlated with the arrival time of the photon that generates the primary electron-hole pair. Due to various physical effects, the delay of the instant at which the onset is sensed with respect to the true arrival time of the photon is not constant, but subject to statistical fluctuations whose amplitude depends on several factors, the main ones being the excess bias voltage, the device structure, and the device area [61]. The timing jitter is usually quoted as the full-width at half maximum (FWHM) of the photon detection time distribution or Instrumental Response Function [11][62].

SPAD devices with thick depleted region (20-30 μm) typically have significant timing jitter of 200–600 ps FWHM, which is however adequate for most time-resolved single-molecule experiments. SPADs with thin depleted region (1-2 μm) have much narrower timing jitter, which can reach a few tens of ps FWHM. This performance is comparable with that of the best micro-channel plate (MCP) PMTs [11], and it may be useful in demanding applications such as photon antibunching measurements [63] or very short lifetime measurements as encountered in electron transfer processes [64].

**E. SPAD parameter optimization for SMFS**

As a final remark, it is worth noting that in SPADs, PDE, DCR and afterpulsing probability all increase with the excess bias voltage $V_E$, albeit at vastly different rates. The question there arises whether $V_E$ can be optimized to improve the SNR or SBR of single-molecule measurements. This question can be addressed by combining the results of this section (Eqs. (21), (25), & (28) with those of Section III ((10) & (17)).

The dependence of the ratio $SNR/\text{SNR}_0$ on $V_E$, using the numerical parameters introduced in the previous paragraphs, is shown in Fig. 6A for different sample signal-to-background ratio before detection $SBR_0$ and different incident sample background rate $n_B$. The $SBR_0$ values are taken from the distribution shown in Fig. 2, while the sample background rates are typical of single-molecule fluorescence experiments.

For each set of sample parameter ($SBR_0, n_B$), there is clearly an optimum excess bias voltage $V_E$ maximizing $SNR/\text{SNR}_0$. This optimal voltage is represented in Fig. 6B as a function of $n_B$ for different values of $SBR_0$. Note that because of dark counts and afterpulsing, the optimal SNR is lower than the sample $SNR_0$. For low incident sample background rate $n_B$, (typically when $n_B^* < n_B$), the SNR is significantly degraded compared to $SNR_0$. For larger $n_B^*$, the optimal SNR approaches the sample $SNR_0$ because the DCR at the optimal $V_E$ becomes negligible. As expected, the optimal $SNR/\text{SNR}_0$ ratio increases with $SBR_0$.

In order to avoid any confusion, it is worth stating that these trends do not imply that a large sample background rate is beneficial! For a given incident signal, a larger sample background rate will always decrease $SBR_0$ (Eq. (11)) and $SNR_0$, everything else being equal. However, a large sample background rate renders the detector dark count rate negligible.
in comparison, therefore allowing an increase of \( V_E \) to be used in order to get as close as possible to the sample \( SNR_0 \).

Importantly, Fig. 6 shows that, for a given sample \( n^p_b \), the optimal excess voltage depends on the incident burst signal-to-background ratio, \( SBR_0 \). Since experimentally, a distribution of such values is expected (Eq. (11), Fig. 2B), no excess bias voltage can in principle optimize the SNR of all bursts. Luckily, SNR is not too sensitive to the exact value of the excess bias voltage, making such an optimization a realistic goal.

For instance, if a typical incident background rate of \( n^p_b = 1 \) kHz is observed, an excess bias voltage \( V_E \sim 9 \) V optimizes the SNR for bursts such that \( SBR_0 = 10 \) (Fig. 6B). Fig. 6A shows that the resulting \( SNR/SNR_0 \) is in fact close to optimal for a large range of \( SBR_0 \) (1 < \( SBR_0 < 30 \)) representative of most of the observed bursts. However, since SBR is a decreasing function of \( V_E \), any adjustment aimed at increasing SNR may also reduce SBR and thus slightly affect the bursts detected using the criterion of Eq. (20). A trade-off between these two effects will obviously be needed, whose discussion goes beyond the scope of this article.

The previous analysis shows that, in the case of single-molecule burst fluorescence, adjusting the excess bias voltage of the detector after estimation of the sample background rate \( n^p_b \) and typical burst \( SBR_0 \) might be advantageous in some cases, and can be straightforwardly adapted to different experimental criteria.

V. AVAILABLE SPAD TECHNOLOGIES

Silicon SPADs have been extensively investigated and are now well developed. Considerable progress has been achieved in SPAD design and fabrication techniques, and devices with good characteristics are commercially available for applications across the visible spectral range, up to 1 µm. The SPAD devices reported to date can be grouped in three categories, depending on their fabrication technology:

- non-planar SPADs fabricated in a custom technology;
- planar SPADs fabricated in a custom technology;
- SPADs fabricated in standard complementary metal-oxide-semiconductor (CMOS) technologies.

Their features and performance will be reviewed in the following sections.

A. Non-planar SPAD devices fabricated in a custom technology

The Slik™ device devised by R.J. McIntyre and P. Webb at the former RCA Optoelectronics (now Excelitas Technologies Corp.), are employed to produce highly successful single-photon counting modules (SPCM-AQR) [47][65]. The device represents a remarkable evolution of the previous reach-through avalanche diode structure pioneered by the same team [66][67]. It is built in special ultra-pure high-resistivity silicon wafers with a dedicated technological process; various device features and technological process steps are proprietary and covered by patents [68]. The active area of the detector is fairly wide (diameter about 180 µm). The breakdown voltage is high and strongly varies from sample to sample over a wide range from 250 to 500 V. Thanks to the thick depletion layer (20–30 µm), the PDE is very high in the visible region and fairly good in the NIR up to about 1 µm. The typical value is significantly higher than 50% over the entire range from 540 nm to 800 nm (see Fig. 4) [65]. Notwithstanding the remarkable volume of the depletion layer, the DCR is very low, ranging from a few hundreds to a few thousands Hz at -15 °C silicon chip temperature. The afterpulsing probability is also strongly reduced, typically well below 1%. The timing performance is modest: the IRF has a relatively broad peak with about 450 ps FWHM with count rate-dependent walk [63]. However, a significant improvement in the timing performance can be gained by focusing the light at the center of the active area and by using the current pick-up circuit discussed in [69].

Devices similar to the Slik™ have been recently developed by Laser Components Inc., USA. First generation devices have been exploited in commercially available τ-SPAD photon-counting modules (PicoQuant GmbH, Germany) [70][71]. A second generation of these devices, having similar PDE but larger active area (500 µm diameter) and remarkably reasonable timing jitter of about 200 ps FWHM [72][73], are available in the id-120 photon counting modules (ID Quantique SA, Geneva, Switzerland) [74].

The Slik™ devices have very good performance, but also a number of practical drawbacks. Due to the high breakdown voltage, the power dissipation during the avalanche is high, from 5 to 10 W, and very effective cooling of the detector under normal operating conditions is mandatory (with Peltier stages, or other means) [47]. The special fabrication technology is inherently complex, and the production yield of good devices is low and the cost is high. The devices are delicate and degradable, and integrating multiple detectors, or associated circuitry, is out of the question.

B. Planar SPADs fabricated in a custom technology

During the past three decades, a number of custom planar technologies have been developed for fabricating SPAD devices with optimized performance [75][76][77][78][79][80][81]. A definite advantage of these technologies is their inherent suitability for the fabrication of SPAD arrays.

Continued improvement of the planar epitaxial technology described in [76] made it possible to reliably fabricate SPAD devices with large active-area diameters (up to 500 µm), providing an excellent compromise between breakdown voltage (typically around 30 V), PDE (50 % peak at 550 nm, declining to 25 % at 730 nm, and 12 % at 850 nm wavelength), DCR (from a few Hz to a few kHz at -15 °C for SPAD diameters ranging from 50 µm to 500 µm), total afterpulsing probability (about 1% at -15 °C), and timing jitter (better than 40 ps FWHM). These custom SPAD devices are now exploited in commercially available photon detection modules from Micro Photon Devices [82].
New developments in planar-epitaxial SPAD technology are mainly concerned with the improvement of the PDE in the red wavelength range (600 nm to 900 nm), either by incorporating a resonant cavity in the device structure [83] or by increasing the thickness of the absorption region [84]. The latter approach resulted in a red-enhanced (RE) SPAD device having a separate absorption and multiplication structure. This structure provides a thick (about 10 µm) absorption region with low electric field (hence no multiplication and negligible field-enhanced carrier generation) and a shallow multiplication region with a peaked electric field profile (devised to enhance the avalanche triggering probability and to reduce the photon timing jitter). The electric field profile in the two regions was designed to achieve the optimal trade-off between operating voltage, avalanche triggering probability (thus PDE), DCR, and timing jitter. Experimental measurements on 50 µm RE-SPAD devices showed a significantly improved PDE in the red region, reaching 40 % at 800 nm wavelength (i.e. a factor 2.5 higher than the PDE of standard planar SPADs) and 60 % at 550 nm wavelength. The devices exhibit a remarkably low DCR less than 1 kHz at room temperature, decreasing to a few tens Hz at 5 °C. Although the active volume of RE-SPADs is considerably larger than that of standard SPADs due to the increased thickness of the absorption layer, the DCR of the two detectors is comparable at room temperature. The thicker absorption region of the RE-SPAD does not significantly contribute to the DCR, since the low electric field practically rules out field-enhanced generation of carriers. The dominant contribution to the DCR comes from the high-field multiplication region, whose design remained substantially unchanged. A timing jitter of 93 ps FWHM was obtained at room temperature, which is higher than the typical figure of standard SPADs (30-50 ps). This is due to the increased thickness of the absorption and drift region, resulting in increased transit times for photo-generated electrons of about 10 ps/µm at the saturated speed of 10^7 cm/s. Since photons are absorbed randomly in the drift region, a timing jitter of about 100 ps FWHM can be attributed to the 10 µm thick absorption region. Total afterpulsing probability lower than 1.5% was measured over the entire temperature range of operation.

C. SPAD fabricated in standard CMOS technologies

Planar Si-SPADs with remarkable performance can nowadays be developed also by fab-less laboratories, relying on industrial microelectronic fabrication services of silicon foudries that offer advanced CMOS technologies. Photon-counting modules based on SPAD devices fabricated in standard CMOS technologies are commercially available from SensL [85] and IdQuantique [86]. Monolithic integration of SPAD devices and CMOS circuits offers manifest advantages, from the availability of a fully supported, mature and reliable technology at reasonably low cost, to the possibility of developing complete systems on chip with a high degree of complexity. The mandatory requirement for SPAD integration is that a suitable subset of fabrication steps can be specified within a complex CMOS process flow and used to build a planar p-n junction free from edge effects. A number of small-area SPADs were obtained by independent research groups first using a 0.8 µm high-voltage CMOS technology (HV-CMOS) [87][88][89] and then a 0.35 µm HV-CMOS technology [90][91][92][93]. These 0.35 µm HV-CMOS SPADs exhibit a moderate DCR (~1 kHz for a 20 µm detector) and a maximum PDE of 35 % at 450 nm wavelength when biased 4 V above breakdown (Fig. 4). The PDE however drops to ~ 20 % at 600 nm and it is small (< 5 %) at 800 nm [91]. An intrinsic limitation of HV-CMOS SPAD devices comes from their “inverted” structure. Namely, the active p+n junction is formed between an n-well (e.g. a standard high-voltage PMOS well), and a shallow p+ implantation (e.g. a PMOS source/drain region). In this device geometry, visible and near-infrared photons are mainly absorbed in the n-well region, thus generating holes that act as avalanche triggering carrier. In silicon, holes have a lower avalanche triggering probability compared to electrons [49], leading to a reduced PDE.

CMOS technology with deep submicron (DSM) resolution is mandatory for the fabrication of dense SPAD arrays with large numbers of pixels, adequate fill-factor (i.e., the active-to-total area ratio of a single pixel), and smart pixels which include integrated electronics. However, a challenging basic issue must be faced: the inherent features of DSM CMOS technologies, namely the relentless trend toward higher doping levels, lower thermal budget, and thinner p- and n-well layers, conflict with SPAD detector performance. The smaller depth of carrier-collection layers limits the PDE, and the high electric fields arising from higher doping result in strongly enhanced DCRs due to band-to-band and trap-assisted tunneling effects. In addition, the reduced thermal budget and the lack of external gettering processes [94] also have adverse effects on afterpulsing.

Several SPAD structures in DSM CMOS technologies have been demonstrated in recent years [95][96][97][98][99]. Richardson et al. [100] recently introduced three SPAD structures based on a novel retrograde buried n-well guard ring, capable of scaling from 32 µm to 2 µm in diameter. A remarkable DCR of ~100 Hz for an 8 µm diameter SPAD devices was achieved at room temperature with 0.8 V excess bias, a maximum PDE of 25 % at 560 nm, and negligible afterpulsing. SPAD devices have been demonstrated in 90 nm CMOS technologies, but with significantly lower performance [101]. A notable exception is the 90 nm SPAD device reported by Webster et al. [102], where the deep n-well/p-e junction is used as the active junction, achieving a peak PDE of 44 % at 690 nm and better than 20 % at 850 nm. Timing jitter as low as 50 ps FWHM was demonstrated, although the timing distribution was affected by a relatively long diffusion tail.

The integration of SPAD devices and associated electronics in submicron and deep-submicron CMOS technologies paved the way for the fabrication of large SPAD arrays. Several array detectors have been reported so far [88][92][93][103][104][105][106][107][108] with steadily increasing pixel numbers, and more and more complex “in-pixel” integrated electronics and efficient readout.
architectures. Guerrieri et al. [108] designed and fabricated a high-speed single-photon camera based on a monolithic array of 32 x 32 smart pixels fabricated in a 0.35 μm HV-CMOS technology. Each pixel (100 μm x 100 μm) is a completely independent photon-counting channel that includes a 20 μm diameter SPAD, analog sensing and avalanche quenching electronics, digital processing for counting the incoming photons, and memory and buffer stages for global shutter readout with no dead-time. Better than 35 % peak PDE is attained at 450 nm, decreasing to 8 % at 800 nm, with DCR in the range of 1 kHz for more than 75 % of the SPADs. The 32 x 32 SPAD array can operate up to 100,000 frames/s with a dynamic range of 8 bits for counting. Noteworthy results have been obtained with this detector in multi-channel FCS experiments [14]. However, due in part to its limited sensitivity, detection of single-molecule bursts turned out to be impossible [14].

A remarkable, fully-parallel SPAD array of 32 x 32 pixels was recently developed in a 130 nm CMOS technology, capable of simultaneously evaluating the photon time-of-arrival with a time-bin width of 119 ps and a 10 bit range [109]. The array exploits 8 μm low-noise SPAD devices, having a median DCR of ~100 Hz and a peak PDE of 25 % at 460 nm. Each channel operates independently, and contributes to an overall data rate from the chip of up to 10 Gb/s in time-correlated operation mode. The fill-factor does not exceed 2 %. To mitigate this limitation, an array of microlenses based on a design described in [110] was used. This SPAD array was successfully used in wide-field fluorescence-lifetime imaging (FLIM) [12] experiments in the blue/green wavelength range [109]. A 32 x 32 SPAD array [107] was used in combination with a custom selective plane illumination microscope (SPIM) [111] for performing FCS measurements [112][113]. However, no true single-molecule experiments have been reported so far with these advanced SPAD array detectors, likely due in part to their limited sensitivity.

VI. SPAD DETECTORS FOR SINGLE-POINT GEOMETRY SINGLE-MOLECULE EXPERIMENTS

Although early single-molecule fluorescence experiments were performed using PMTs [114][115], the introduction of SPADs for single-point geometry single-molecule detection [116][117][118] and FCS [119][120] significantly improved the detection efficiency in the visible range and replaced high-voltage, bulky detectors by more compact, robust and simpler devices, permitting a rapid development of the field. Nowadays, Slik™ SPAD (available in the SPCM-AQR modules by Excelitas) and RE-SPAD (to be commercialized soon by MPD) offer the best sensitivity. We compared these two devices in smFRET experiments on freely-diffusing molecules using a single-spot confocal geometry with either continuous-wave lasers (for intensity-based FRET measurements using a μs-ALEX approach [28][31]) or pulsed lasers (for lifetime-based measurements using a ns-ALEX approach [32]). The samples consisted of a common 40 base-pair (bp) long double-stranded DNA (dsDNA) backbone doubly-labeled with the donor (ATTO 550) on one strand and the acceptor (ATTO 647N) on the other strand at different bp distances in order to cover a wide range of FRET efficiencies [121]. For intensity-based measurements (μs-ALEX), we have verified that, provided the size of the emission point-spread function (PSF) is matched to the sensitive area of the detectors, the detected count rates scale according to the measured PDE. This requirement is not very demanding, considering the relatively large size of the RE-SPAD (50 μm diameter, compared to ~200 μm diameter for the Slik™ SPAD). The burst size distributions reflected the ~15% difference in PDE at 670 nm in favor of the SPCM-AQR. However, this difference turned out to have a negligible impact on the measured FRET efficiency and on the shot-noise broadening of FRET histograms [121].

For time-resolved measurements, the much narrower IRF of the RE-SPADs (~ 90 ps FWHM compared to 330 ps FWHM for the SPCM-AQR) did not provide any significant advantage in the range of FRET values studied [121]. However, we were able to verify that for very short fluorescence lifetimes such as that of Erythrosin B (95 ps in aqueous buffer), the narrow IRF of RE-SPADs is essential for accurate extraction of the correct decay constant. This characteristic could be critical for lifetime-based FRET measurements at large E-values (i.e., short lifetimes) or photoinduced electron-transfer measurements [64][122].

The single-point excitation/single-point detection design results in highly sensitive detection but requires in general long acquisition times (typically tens of minutes per data point) in order for sufficient statistics to be accumulated. This confines SMFS to niche fundamental research and in general limits its application to equilibrium state studies such as conformational fluctuations occurring at time scales much shorter or longer than the diffusion time and, with some additional efforts, at intermediate time scales [22][44]. However, fast irreversible reactions cannot be studied by this approach, as they are over before enough single-molecule bursts have been acquired. In other words, only reactions with time scale significantly longer than the minimum duration of a measurement (a few minutes or more) can be conveniently studied in single-point detection geometry (see for instance ref. [123][124]). Furthermore, long acquisition time poses significant throughput constraints for clinical or biopharmaceutical applications. For instance, rapid response to bacterial infection is critical for vital prognosis; therefore, reducing the time needed for pathogen nucleic acid detection by one order of magnitude or more would have immediate clinical impact. Similarly, being able to quantify large numbers of rare disease biomarkers in multiplexed single-molecule detection assays using minute sample amount would help simplify early diagnosis and treatment of diseases.

A solution to this problem is to acquire the same kind of data from several distinct locations in the same sample and pool the data together in order to obtain the same statistics in a shorter amount of time. In principle wide field observation of immobilized molecules using total internal reflection (TIR) microscopy could represent a solution [125]. However, (i)
additional chemistry is required to bind molecules to a substrate, (ii) there is potential interference of the substrate with the attached molecules and (iii) the temporal resolution of cameras is limited. In practice, the best approach consists of multiplexing data acquisition in solution, by simultaneously observing the same sample at different locations (or observing several samples simultaneously) using an array of SPAD detectors. However, such an approach requires fundamental efforts in several fields including excitation and collection optics, detector technology and data analysis, which can only be achieved through a collaborative effort between research groups with different expertise.

The next section describes our approach for high-throughput SMFS resulting from the collaboration between our research groups. Preliminary results illustrating the tremendous potential of this technology will be presented as well.

VII. NEW DETECTORS FOR SINGLE DIFFUSING MOLECULES MEASUREMENTS IN MULTISPOT GEOMETRIES

Parallelization is the simplest way to address the throughput limitations of point-like detection. This problem was in fact initially encountered in fast confocal imaging and has received a number of technical solutions in the past. Single-molecule detection brings some peculiarities that make some of these solutions inadequate. Parallelization is challenging because it needs appropriate technology to: (i) create high-quality multipixel excitation patterns; (ii) detect the corresponding signals in parallel; (iii) acquire this high-throughput data stream and process the data efficiently. Parallel data acquisition and processing can be suitably addressed by exploiting field programmable gate arrays (FPGA) to implement real-time data reduction algorithms and strategies. Multipixel excitation and detection raise several technical challenges. We will therefore briefly discuss these points, before presenting some results recently obtained with multipixel (i.e., array) detectors.

A. Multispot excitation

Multiple diffraction-limited excitation spots can be obtained using different approaches, among which cascaded beamsplitters [126], microlens arrays [127], digital micromirror devices [128], diffractive optics element [129], spatial light modulators [130] or zero-mode waveguides (ZMWG) [18] are a few proven solutions. A first practical requirement is that each spot is sufficiently far away from its neighbors to avoid cross-excitation and detection of the same molecule by adjacent spots. A simple rule of thumb to avoid this problem is to ensure that the inter-spot distance, \( l \), is at least a few times its diameter, \( d \) (Fig. 7) [131].

The spot size itself is defined based on the excitation PSF, which to first approximation can be modeled as a 3D Gaussian slightly elongated along the optical axis. Noting \( \sigma_{XY} \approx 0.21 \frac{\lambda}{NA} \) the PSF’s standard deviation in the focal plane \( (d \sim 2 \times \text{FWHM} \sim \lambda/NA) \), the separation criterion can be expressed as \( l > d - 5 \sigma_{XY} \). In practice larger separation may be needed to reduce cross-talk.

B. Signal detection parallelization and detector alignment

Detectors used in multipot experiments need to be able to collect light from each single spot, with minimum contamination from other spots emission. This can be achieved by using detectors with distinct sensitive elements (or pixels) associated with each individual spot. In this case, the detector’s geometry should reflect that of the excitation spots, scaled up by the optical magnification, \( M \). In particular, the detector pitch, \( L \) (distance between the center of sensitive areas collecting signal from nearest-neighbor spots), divided by the optical magnification, \( M \), needs to match the spot separation, \( l \). Since the minimum spot size \( d \) is fixed by the focusing optics (\( NA \)) and excitation/emission wavelength (\( \lambda \)), this previous constraint also fixes the ratio between the diameter of the sensitive area of the detector, \( S \) and the size of the spot image, \( Md \). This ratio, \( \delta = S/Md \), can be interpreted as the detector size in image PSF unit or as a reduced detector size. This is an important parameter in both single-molecule burst detection and FCS applications, for which the optimal values are different, but also of the order of one. In other words, \( d \) being fixed by the excitation optics and sample characteristics (wavelength), choosing the spot separation fixes the pitch to size ratio (or aspect ratio, \( \alpha = L/S \)) of the detector. The magnification \( M \) can then be adjusted to ensure that the optimal reduced detector size \( \delta \) is used.

Obviously, the condition \( l > d \) results in \( L > S \), which means that the fill-factor of an ideal detector for single-molecule spectroscopy, \( \pi/4d^2 < 1 \), a requirement that distinguishes these applications from traditional imaging applications, for which a fill-factor as close to 1 as possible is generally sought.

Once the optimal parameters needed to match excitation spot size and pitch to detector geometry have been selected, a few more challenging steps are needed to ensure that single-molecule signals will be efficiently collected. In particular, aligning all excitation volumes with their respective detector pixels happens to be a non-trivial task, as anyone having
aligned a single-spot single-molecule setup will easily understand. With detector pixel sizes in the range of 10 to 100 µm, a task that is relatively easy to accomplish at the single pixel level with standard micrometer-resolution translation stages is rendered more challenging by the introduction of one or more additional degrees of freedom for multipixel detectors, corresponding to the orientations of the detector and its pitch. This additional alignment complexity can be easily solved using a programmable pattern generator allowing complete control on the position, scale and orientation of the excitation pattern. A liquid crystal on silicon spatial light modulator (LCOS SLM) used in a direct space pattern generation mode (rather than a Fourier space or holographic excitation pattern. A liquid crystal planar epitaxial technology described in [50] to fabricate both linear and 2D arrays. The key advantage of this technology is the availability of a highly doped isolation region that completely surrounds the detector. As a result, each SPAD pixel is electrically isolated from other pixels fabricated on the same chip and, even more important, the direct component of the optical crosstalk between adjacent pixels is reduced to less than 2% [134][135]. The adopted technology provides a rather thin depletion region (~ 1 µm), resulting in a good PDE in the green region of the visible spectrum. Work is ongoing to incorporate the red-enhanced technology in SPAD arrays [136], in order to improve the sensitivity at longer wavelengths.

1) 8-pixel SPAD array

The detector is comprised of eight individual SPADs (diameter $S = 50$ µm, pitch $L = 250$ µm) [137]. Their PDE is identical to that of single-SPAD detectors manufactured by Micro Photon Devices (MPD, Fig. 4) and peaks at 550 nm (PDE ~ 50 %), reaching ~45 % at 580 nm, the emission peak Rhodamine 6G (R6G) and ATTO 550 (Atto-Tec GmbH, Germany), and only ~30 % at 700 nm, the emission peak of ATTO 647N, dyes used in the experiments described below. TTL signals generated by each SPAD upon photon detection were routed to a reconfigurable multichannel counting board (PXI-7813R, National Instruments), which was programmed to provide a time-stamp with 12.5 ns resolution for each pulse. Data were asynchronously streamed to a host PC using a communication bridge (PXI-PCI 8330, NI), saved to disk and processed in real-time (time trace binning) or off-line (ACF calculation, FRET histogram).

We first successfully demonstrated parallel FCS measurements from 8 quasi-diffraction-limited spots separated by ~5 µm using a sample of R6G molecules diluted in various concentrations of sucrose in aqueous buffer [130][138]. During the course of FCS experiments, study of a much less concentrated sample of R6G (100 pM) yielded intensity time traces exhibiting clear single-molecule bursts [130].

We therefore moved on to single-molecule FRET experiments using first a single 8-SPAD array (one half of which was dedicated to a different color) for 4-spot measurements [132] and then two 8-SPAD arrays to collect donor and acceptor photons emitted from 8 spots [139]. In these experiments, a 532 nm pulsed laser (IC-532-1000 ps, High Q Laser GmbH, Rankweil, Austria, $P > 1.5$ W) and a programmable LCOS-SLM (model X10468-01, Hamamatsu, Bridgewater, NJ) with relay optics were used to generate a linear array of diffraction-limited spots with software-adjustable pitch and orientation (see Fig. 8) [139]. The fluorescence emission generated by molecules diffusing through the 8 excitation spots was relayed by a multi-camera port system (Tricam, Cairn Research, Kent, UK) to two 8-pixel SPAD modules, after spectral separation. Each module was individually aligned so that each pixel’s active-area received the emission signal from one of the conjugated excitation spot. We developed an iterative and semi-automated strategy for precise alignment of the linear arrays using a concentrated (100 nM) Cy3B solution with significant signal in both channels [139].

We demonstrated the capabilities of this system by studying the same FRET samples already investigated by using red-enhanced SPAD detectors in single-point geometry (see Sect. VI). In order to cover a wide range of FRET efficiencies [28], we prepared 40 bp long dsDNA samples having a common “upper” strand labeled with the acceptor dye (ATTO 647N)
attached to the 5’ end, whereas the donor dye (ATTO 550) was attached on the complementary strand at 5 different positions, resulting in a donor-acceptor separation of 7, 12, 17, 22 and 27 bp. Furthermore, for comparison with the low FRET samples, a donor-only sample using an unlabeled upper strand was prepared. It is worth noting that compared to the single-point experiments performed with RE-SPADs (see Section VI), multi-spot experiments are more challenging since the PDE of the 8×1 SPAD array is significantly lower in the far red region of the spectrum (Fig. 4). Therefore the low FRET efficiency molecules emitting less red (acceptor) photons than donor photons are expected to be difficult to distinguish from donor-only molecules. Figure 9A reports FRET efficiency histograms (one for each channel) for samples having a donor-acceptor separation of 7 and 27 bp, respectively the highest and the lowest FRET samples of the series. In the 7 bp sample, we observed both a FRET population peak and a donor-only peak (centered on E = 0). The donor-only population was not present for the 27 bp sample and the FRET histograms only showed a low-FRET peak. To demonstrate this point, we also reported in Figure 9B the measured histograms for the donor-only sample (light grey), which showed peaks exactly centered on the E = 0 value. The low-FRET peaks of the 27 bp sample were thus clearly separated from the donor-only peaks. Therefore, although we expected a lower sensitivity on the multi-spot system for low FRET samples, these results demonstrated that FRET efficiencies as low as 0.1 could clearly be identified.

These experiments illustrate some potential applications of these (and future larger) arrays. For instance, higher throughput measurement on a single sample can be achieved by averaging the fitted parameters of measurements performed at n distinct spots in parallel. In this case, the standard deviations of the fitted parameters are reduced by a factor 1/√n. Alternatively, a single measurement could be performed in n samples in parallel. Although this is an exciting prospect for high-throughput screening applications, one needs to keep in mind that it requires the samples to be located at a distance l ~ ad from one another in the object plane. For d = 0.5 μm and a typical detector aspect ratio a ~ 10, this represents a 5 μm distance, within reach of current microfluidic technology, but challenging [140].

Ongoing improvements of the setup include increasing the number of excitation spots as new SPAD arrays with more pixels become available as well as implementing an ALEX excitation scheme in order to be able to perform measurements on lower FRET samples as well as distinguish between singly- and doubly-labeled species.

2) 48-pixel SPAD array

Figure 10A illustrates the microphotograph of the SPAD array including 48 pixels arranged in 4 rows of 12 detectors. By using one or more of these arrays combined with commercially available camera multipoit modules (e.g. OptoSplit III or TriCam, Cairn Research, UK), we can envision several detection geometries suitable for high-throughput 2- or 3-color smFRET/ALEX measurements [41], illustrated in Fig. 10B-D: 2-color, 2×24 channels (1 detector, Fig. 10B); 3-color, 3×16 channels (1 detector, Fig. 10C); 3-color, 3×48 channels (3 detectors, Fig. 10D). In the latter case, the total number of channels to be monitored simultaneously is 144, which is well within the capability of the PXI-7813R counting board (160 channels, 20 million signals per second or MS/s). Indeed, the average SMFS count rate per channel is rarely larger than 100 kHz, which amounts to a maximum required data (time-stamp) throughput of ~ 14.4 MS/s.
Two array formats were fabricated at the IMM-CNR silicon facility: i) 50 μm-diameter SPAD pixel with 500 μm pitch and, ii) 25 μm-diameter SPAD pixel with 250 μm pitch [141]. While a smaller diameter is a definite advantage in terms of detector noise, a larger diameter allows for an easier mechanical alignment of the detector. However matching the pitch of the excitation spots with the larger pitch of such a detector requires a larger expansion of the light beam into the optical path and is thus more prone to optical aberrations. This can in turn result in a reduction of the collection efficiency [14]. The two different structures have been designed to further investigate the trade-off between these phenomena.

For each SPAD pixel, the anode is connected to a bonding pad and made available for the connection to an external integrated AQC (iAQC) [141] [142] by means of wire bonding. In contrast, each cathode is connected to a common supply voltage by means of an integrated resistor of about 2 kΩ, which is used to limit the current flowing through the detector during the avalanche pulse. This, in turn, reduces the afterpulsing probability to about 1% and the optical crosstalk probability between adjacent pixels to less than 2%.

We designed new iAQCs by using a highly-scaled, 0.18 μm High-Voltage CMOS technology, in order to reduce area occupancy, power dissipation and dead time. Two iAQC arrays each one including 32 elements were placed at the opposite sides of the SPAD array to reduce the size and wiring complexity of the printed circuit board.

To easily integrate the detector into the multispot single-molecule setup, we developed a compact module for parallel single photon-counting (see Fig. 11). The SPAD array and the two iAQC chips (Fig 11, zoom) are housed into a hermetically sealable chamber separated from the remaining part of the module [141]. Sealing in a dry atmosphere makes it possible to mount the SPAD array on a double-stage Peltier and to cool the detector down to temperatures of about -20°C, thereby reducing the dark count rate of SPAD devices and increasing the sensitivity of the instrument. A C-mount thread at the top of the detector chamber allows for a simple and reliable connection to the single-molecule optical setup.

All the electronic circuitry needed for a proper operation of the detection system is housed outside the sealed chamber. An onboard FPGA (Xilinx Spartan 6, model SLX150) is used to synchronize the 48 channels, time-stamp each detected count with a time resolution of 10 ns and send this information to a remote PC at sufficiently high rate to avoid data loss. Since the nominal detection rate is around 50-100 kHz per channel and the time-stamping counter is 32-bit wide (where 8 bits are used to identify the triggered detector) the FPGA must be able to drive the USB connection to a rate of 20 MByte/s.

Preliminary measurements on the prototype module showed that the PDE was comparable to that of the 8-pixel SPAD array. The DCR was assessed by operating the 25 μm-diameter SPAD array at room temperature and the 50 μm-diameter SPAD array at -15 °C. For the 25 μm-diameter SPAD array, more than 90 % of the devices have a DCR lower than 1 kHz, with just a pixel having a DCR slightly higher than 7 kHz. For the 50 μm diameter SPAD array, about 90 % of the devices have a DCR lower than 1 kHz, whereas the worst pixel has a fairly low DCR of about 2.5 kHz.

Work is currently ongoing to incorporate the red-enhanced technology in a SPAD array, which is not straightforward. Indeed the increased thickness of the active region needed to improve the detection efficiency at the longer wavelengths, prevents from using the “junction isolation” process used in the standard epitaxial technology to electrically isolate SPAD pixels [136]. We addressed this limitation by replacing the classical junction isolation with a dielectric isolation obtained by etching deep trenches into the silicon substrate and refilling them with silicon dioxide and poly-silicon. Besides providing the desired isolation, this structure is also compact, easy to fabricate and suitable for further developments of the detectors.

VIII. CONCLUSIONS AND PERSPECTIVES

The future progress of silicon SPADs will be mainly driven by user demands for detector performance, which naturally set requirements for the device design and fabrication technology.

Single-molecule detection is a demanding application requiring a combination of high PDE and low DCR. It is probable that such high-end applications will continue to rely on SPAD devices fabricated with dedicated technologies. Future developments in these technologies will likely focus on...
improving the PDE in the red region of the spectrum. For example, a combination of red-enhanced [84] and resonant-cavity-enhanced [83] technologies might be used to develop frequency-selective SPAD devices with unprecedented PDE at a desired wavelength.

There is further room for improvement as far as SPAD arrays are concerned. Work is ongoing in multiple directions to increase the pixel number, extend the spectral sensitivity and improve the photon-performance [136]. However, if on one hand the custom planar technology has proven to be very promising in term of sensitivity, on the other hand the number of SPAD pixels which can be included in an array is limited to about one hundred. Above that limit, the array design, implementation and exploitation would become cost-prohibitive, overly complex and in the end, of little use to the everyday single-molecule biophysicist.

A substantial increase in the pixel number can be achieved by resorting to more complex and sophisticated technologies, such as advanced multi-wafers and three-dimensional technologies, which make the integration of custom SPAD arrays with high performance CMOS electronics for quenching/timing onto a single device possible. Aull et al. [143] reported a fully parallel laser radar imager based on a 64x64 custom SPAD array coupled to high-speed SOI CMOS circuits by using 3-D integration techniques.

On the other hand, CMOS integration has enabled progressively smaller feature sizes, to the point where it is now possible to envision extremely large imaging systems based on SPADs. Standard CMOS technologies will definitely outperform custom SPAD technology in all applications requiring a large number (> 1000) of small pixels with good fill-factor (> 10 %) and integrated electronics. Future research activity in this area will be aimed at the development of denser arrays with larger formats (>10⁶ pixels) by exploiting sub-100 nm CMOS technologies [101]. It appears likely that large CMOS SPAD arrays of the type discussed here but with improved sensitivity [102], coupled to microlens arrays [109] or designed to achieve fill factors close to 100% by alternative architectures, will play an important role in time-resolved photon-counting imaging.

Single-molecule spectroscopy raises a number of interesting challenges from a detector point of view. We have presented our current efforts to take advantage of custom silicon technologies to increase the throughput and information content achievable in these experiments. Clearly, a lot more needs to be done to reach optimal performance. What we have learned from our efforts is that a dialog between detector developers and single-molecule experimentalists is essential to optimize detector design and performance, and inversely, knowing the existing potential of detector technologies, suggests new types of experiments or data analysis approaches.

At the same time, it is clear that many of the requirements of single-molecule imaging and spectroscopy overlap with a large number of other low-light level applications and therefore ideal detectors for our purposes will certainly be used in many others. The potential benefits of these technologies for biomedical, biopharmaceutical and biodetection applications in general will hopefully motivate more research and development of these novel detectors, as well as funding for this type of activities.
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